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Abstract

As fuzzing techniques become more effective at triggering
program crashes, how to triage crashes with less human efforts
has become increasingly imperative. To this aim, test case
reduction which reduces a crashing input to its minimal form
plays an important role, especially when analyzing programs
with random, complex, or large inputs. However, existing
solutions rely on random algorithms or pre-defined rules,
which are inaccurate and error-prone in many cases because
of the implementation variance in program internals.

In this paper, we present SCREAM, a new approach that
leverages neural networks to reduce test cases. In particular,
by feeding the network with a program’s crashing inputs and
non-crashing inputs, the network learns to approximate the
computation from the program entry point to the crash point
and implicitly denotes the input bytes that are significant
to the crash. With the invisibility of the trained network’s
parameters, we leverage the attention mechanism to explain
the network, namely extracting the significance of each input
byte to the crash. At the end, the significant input bytes are
re-assembled as the failure-inducing input.

The cost of our approach is to design a proper dataset aug-
mentation algorithm and a suitable network structure. To this
end, we develop a unique dataset augmentation technique
that can generate adequate and highly-differentiable samples
and expand the search space of crashing input. Highlights of
our research also include a novel network structure that can
capture dependence of input blocks in long sequences.

We evaluated SCREAM on 41 representative programs.
The results show that SCREAM outperforms state-of-the-art
solutions regarding accuracy and efficiency. Such improve-
ment is made possible by the network’s capability to summa-
rize the significance of input bytes from multiple rounds of
mutation, which tolerates perturbation occurred in random
reduction of single crashing input.
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1 Introduction

To discover and eliminate software vulnerabilities, fuzzing
nowadays has been considered one of the most effective ap-
proaches by randomly or strategically generating a large num-
ber of inputs to feed the program, exploring program paths
as many as possible, and hopefully triggering program ex-
ceptions. For the past decade, there has been a series of
research on fuzzing (e.g., [13, 14, 23, 24, 31, 43]), demon-
strating significant effectiveness in triggering crashes. How-
ever, with more crashing inputs produced by fuzzers, the chal-
lenge comes as analysts often need to spend plenty of time to
trace the crashing inputs step-by-step and inspect the program
logic, in order to understand the root cause of the discovered
crashes [22, 39, 51]. Even worse, fuzzers tend to generate
inputs in their most ill-formed and peculiar shape, in an at-
tempt to cover corner paths and trigger unexpected crashes.
Such inputs often add heavy burden on subsequent debugging
procedures, by misleading analysts to dive into unnecessary
program logic that is not related to the crash. In fact, only a
small portion of the crashing inputs are necessary to reproduce
the failure.

Challenges in test case reduction. Test case reduction [25,
33, 36] which aims to minimize crashing inputs by remov-
ing irrelevant portion and preserving failure-inducing portion,
plays an important role in facilitating debugging tasks like
crash analyses [9,12,19,38]. Prior efforts to reduce test cases,
on one hand, rely on random reduction. A prominent exam-
ple is delta debugging [8, 50], which adopts various search
strategies (e.g., binary search) to randomly reduce inputs by
gradually increasing the granularity of reduction and con-
firming whether the crash can be reproduced. However, such
an approach only achieves local minimum of reduction and
cannot reduce discontinuous input blocks that correlate with
each other [2]. For instance, when there are interdependent
input blocks that typically appear in file-based crashing inputs,
those related blocks should either be preserved or reduced at
the same time. This is a difficult task for random reduction-
based approaches as they lack deep understanding of pro-



gram logic. On the other hand, rule-based approaches, such
as information flow tracking [16, 21, 30] and input structure-
aware reduction [33], require analysts to manually specify
rules about program semantics. For instance, information flow
tracking-based approaches (e.g., taint analysis) attempt to re-
cover accurate information flows between inputs bytes and
the crash, to precisely determine a subset of input that actually
affects the crash. This process could be inaccurate and error-
prone, because the recovery of information flow is built upon
the comprehensive understanding of a crash, which involves
expert knowledge.
Our approach. At the core, test case reduction is to deter-
mine a subset of input that actually contributes to a crash. In
our research, we treat test case reduction as a deep learning
task and leverage neural networks to denote “essential” input
bytes as significant to a crash and denote “accidental” input
bytes as insignificant. Particularly, by feeding the network
with crashing inputs and non-crashing inputs, the network
learns to approximate the computation from the program en-
try point to the crash point. However, as the trained network’s
parameters are not understandable, such valuable description
of contribution is hidden in the network. To explain the trained
network, we utilize the interpretability of neural networks (by
adopting the attention mechanism) to extract the input weights
that denote the contribution to the crash. In the end, we re-
assemble significant input bytes as the failure-inducing input
according to the calculated contribution.

A proper dataset and a suitable network structure are vital to
the success of deep learning tasks. This is also the cost of our
approach that does not rely on digging into program internals.
Our research conquers several challenges in the adoption of
deep learning-based reduction. On one hand, since there is no
dataset that can be directly used for our purpose, we develop
an online dataset augmentation algorithm to mutate a sin-
gle crashing input and output adequate positive and negative
samples during the training process. This algorithm works in
conjunction with the neural network and helps the network to
gradually achieve a fitting state: when each round of network
training is completed, the significance of input byte calculated
by the trained network is used to confine the focus of mutation
on crashing inputs in the next round of sample generation.
In this way, it is more likely to produce a different crashing
input as the seed to breed variant samples and thus expand the
sample space of crashing input. Consequently, the neural net-
work can draw a more accurate boundary between crashing
inputs and non-crashing inputs. On the other hand, existing
network architectures only deal with short sequences such as
sentences of natural language. Handling program inputs with
tens of thousands of bytes presents a new challenge. As such,
we design a new network architecture that is able to capture
and preserve interdependence of input blocks in long input
sequences, by combining convolutional layers and recurrent
layers in an innovative way.

We implemented the prototype of SCREAM (teSt Case

REduction with Attention Mechanism) and evaluated it on
41 representative programs including 29 CGC programs and
12 real-world programs. The evaluation demonstrates that
SCREAM is highly effective and accurate in test case reduc-
tion. It achieves an average reduction rate of 75.4% which
takes 29.8 minutes on average. More importantly, SCREAM
has no false positives and less false negatives when compared
with the state-of-the-art solutions—afl-tmin [1], Picireny [4],
and Penumbra [21]. With the help of SCREAM, 70.7% of the
reduced inputs have reached ground truth. This is attributed
to SCREAM’s capability to solve control flow complexity
to some extent by continuously mutating a subset of inputs
guided by the calculated significance. Furthermore, compared
with AFL’s mutation engine, our dataset augmentation al-
gorithm facilitates SCREAM to achieve higher reduction
efficiency even when SCREAM is fed with less samples. The
amount of samples generated by SCREAM’s algorithm is
only 38.0% of that generated by AFL’s algorithm. Regard-
ing interpretability methods, the attention mechanism that
we adopted outperforms partial derivatives in reduction effi-
ciency.
Contributions. The contributions of this paper are summa-
rized as follows.

• New insights. We leverage the neural network to address
the problem of test case reduction. Our intuition is to
train the network to approximate the computation from
the program entry point to the crash point and leverage
the interpretability to denote failure-inducing input bytes
that are significant to the crash.

• New techniques. We present several new techniques to
address the challenges in designing the neural network-
based solution. In particular, we design a new dataset
augmentation algorithm that works in conjunction with
the neural network and generates adequate and high-
differentiable samples to expand the space of crashing
input. Besides, we also present a new architecture of
neural network that can process sequence information
for long inputs.

• Evaluation. We evaluated SCREAM1 on 41 programs,
including 29 CGC programs and 12 real-world programs.
The overall results show that SCREAM is more efficient
and accurate than the state-of-the-art solutions.

2 Attention Mechanism for Interpretability

The attention mechanism was originally proposed to improve
the fitting of neural networks by assigning different weights
to the input sequence and minimizing the loss function [17].
Recent years a line of research [10,27,32,48] leveraged the at-
tention mechanism for the interpretability of neural networks,
allowing us to directly inspect the internal working of neural
networks. The hypothesis is that the magnitude of attention

1SCREAM is available at https://github.com/zxhree/SCREAM

https://github.com/zxhree/SCREAM


weights highly correlates with how relevant a specific region
of input is, for the prediction of output at each position in a
sequence. This can be easily accomplished by visualizing the
attention weights for a set of input and output pairs. In this
paper, we borrow this idea and leverage the attention mecha-
nism to visualize the contribution of each input region to the
output.

As discussed, the idea of attention mechanism is straight-
forward. For an input vector (~x1,~x2, ...,~xn), suppose we have:

~v = α1~x1 +α2~x2 + ...+αn~xn

and y = f (~v),where ∑
i

αi = 1,αi > 0. (1)

To function y = f (~x), αi can be regarded as the contribution
that input byte xi makes to y, where (α1,α2, ...,αn) is also
known as a weighted vector. Such a function y = f (~x) is often
utilized to determine the influence of input bytes to the output
in seq2seq networks. The transition equation is as follows:

~α = g(~x;~θ),~v = α1~x1 +α2~x2 + ...+αn~xn,

y = f (~v;~θ),where∑
i

αi = 1,αi > 0 (2)

~θ is the parameter to be determined in the training process.
Function g(~x;~θ) is used to calculate the weight vector, which
is also known as similarity function. In the dataset,~xi is the
ith sample and~yi is the corresponding label. The loss function
with mean square error is:

L( f (~x,~θ)) = ∑
i
| f (g(~xi;~θ)�~xi;~θ)− yi|2,s.t.∑g(~xi;θ) = 1

(3)
However, when using the gradient descent method to mini-

mize loss L( f (~x,~θ)), it is difficult to satisfy the constraint
∑g(~xi;θ) = 1 and get ~θ. Therefore, so f tmax function is
adopted as the activation function of g(~x,~θ) in the design
of networks, given that the sum of so f tmax function’s output
equals to 1. The transition equation with so f tmax becomes:

~α = so f tmax(g(~x;~θ)),

~v = α1~x1 +α2~x2 + ...+αn~xn,y = f (~v;~θ),

so f tmax(xi) =
exi

∑ j ex j

(4)

And the loss function becomes:

L(~θ) = ∑
i
| f (so f tmax(g(~xi;~θ))�~xi;~θ))− yi|2 (5)

The network that we designed (as described in Section 4.3)
follows the above transition equation. In fact, Equation (4)
is the core architecture of the attention mechanism and such
an architecture can be used to determine the relevance of
the input bytes and the output. In particular, under this ar-
chitecture, we are able to get the~θ by minimizing L( f (~x,~θ))

with the gradient descent. Function g(~x;~θ) or f (~x;~θ) could be
convolutional neural networks (CNN), recurrent neural net-
works (RNN) or fully connected networks. While in seq2seq
networks, g(~x;~θ) is LSTM and f (~x;~θ) is a fully connected
network.

3 Test Case Reduction

Given a program P and a crashing input~x = (x1,x2, ..,xn) that
causes crash C, the goal of test case reduction is to find a
minimal subset of the crashing input~x = (xi, ..,x j),(1≤ i≤
j≤ n) that triggers the same crash C of program P. The output
of test case reduction is also known as the failure-inducing
input.

3.1 Motivating Example
To better understand the problem of test case reduction, we use
an example to illustrate and compare existing solutions and
our solution. Listing 1 shows a code snippet that we captured
and simplified from a real-world program that digests file-
based inputs. Assume that the fuzzer produces the following
test case: “I1S[AAAAI2A]y2SS1SI3” (in this example, the
minimal form of crashing input is “I1I2I3”). As the code
does not check the size of idArray, this input causes out-of-
bounds access on the third integer assignment to idArray at
line 22 (the array can at most hold two integers).

1 char* input = scanf();
2 int ptr, iPtr = 0;
3 char* Str_Storage = "";
4 int idArray[2];
5 while(true){
6 if(input[ptr++] == ’S’){
7 if(input[ptr++] == ’[’){
8 while(true){
9 if(input[ptr++] == ’I’)

10 if((byte)input[ptr] < 10)
11 idArray[iPtr++]=(byte)input[ptr];
12 ptr++;
13 else if(input[ptr++]==’]’)
14 break;
15 else{Str_Storage += input[ptr++];}
16 }
17 }else{
18 Str_Storage += input[ptr+3];
19 ptr = ptr+3;}
20 }else if(input[ptr++] == ’I’){
21 if((byte)input[ptr] < 10)
22 idArray[iPtr++] = (byte)input[ptr];
23 ptr++;
24 }else if(input[ptr++]==’[’|input[ptr++]==’]’)
25 Syntax_Error_Exit();
26 }

Listing 1: Example code

Existing techniques. Random reduction does not analyze
program internals logic at all. Delta debugging, for example,
adopts binary search and increases granularity to determine



Table 1: Example Dataset

Positive Samples Negative Samples
I1S[AAAAI2A]y2SS14I9 I1S[AAAAIIWD2SS1SIW
I0S[ZD$EI2!]I2SCEDI5 IWQeAAAAI2A]EDSS1SI3
I7S[WS∗dI23]I5Sy3uI8 IFS8yS∗dI23]I5SyPoie
I5S[WSidI23]I0Wy3uI6 iueS[WSidwe jI0Wy3uIN
I6DDeikDP f eI5OM82LI7 IXDDeipqioI5OM82e f s
I4TypwqCv34I2OE pvBI8 eoibpwqCv34 f eOE pvBdw
... ...
I9lqdvbmn13I1hzxw8I7 we4qdvbmn13zhhzxw8ep
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Figure 1: Example weights of trained network

failure-inducing input sets. However, a fundamental drawback
is that it does not consider interdependence among discontin-
uous input blocks and therefore only achieves local minimal
reduction. When discontinuous input blocks correlate with
each other, they should be considered as a whole in test case
reduction. In the example, reducing “S[” or “]” separately
does not lead to the crash. The code checks the paired key-
words “[” and “]”, indicating that “S[” and “]” must be
reduced together.

On the other hand, for rule-based approaches, the program
execution from the entry point to the crash is described by
a set of logical expressions. The program’s execution is ana-
lyzed with operational semantics at the instruction-level. For
instance, one can use backward dynamic taint analysis to de-
termine the information flow between the input bytes and
the crash, by marking crash points as taint sources and mark-
ing input bytes as taint sinks. However, a drawback of this
approach is that it is often difficult to precisely define taint
sources and taint policy when analyzing the root cause [21],
which leads to imprecision in information flow tracking. For
example, as can be seen in Listing 1, when defining the out-
of-bounds byte of idArray as the taint source and defining the
input as the taint sink, conservative taint policy would cause
undertainting and produce “I3” as the result. Nevertheless,
when trying to include “I1I2” in the output, non-conservative
taint policy would lead to overtainting and produce “S[]” as
a side effect. Reducing inputs in both ways does not trigger
any crashes. Therefore, taint-analysis-based approaches are
less effective in test case reduction.

3.2 Our Insight

In this paper, we aim to address the challenge from a new an-
gle: conceptually, test case reduction is to determine a subset
of the input that contributes to the crash. Therefore, we utilize
the neural network to approximate the computation from the
program entry point to the crash point. Approximating such

Table 2: Reduction Process (with Binary Search)

Input Bytes with Weight Crash?
I1S[I2]I3 (0.25|0.05|0.021|0.02|0.25|0.05|0.02|0.25|0.05) X
I1I2I3 (0.25|0.05|0.25|0.05|0.25|0.05) X
III (0.25|0.25|0.25) ×

computation is a numerical optimization problem (involves
arithmetic expressions rather than logical expressions) that
is achieved by minimizing errors described by mathematical
loss functions. Instead of directly determining the “essential”
bytes in the crashing input, the purpose of fitting/approxima-
tion is to let the network differentiate crashing inputs with
non-crashing inputs and activate the input nodes that con-
tribute more to the crash. When the network is trained, we
utilize the attention mechanism to extract the “essential” in-
put bytes through its explanation on the trained network’s
internal.

More specifically, our neural network is trained in a super-
vised manner. The input of the network is the program input,
and the output is the labeled data about whether the crash
has been triggered. To feed the network, we design a novel
dataset augmentation algorithm which works in conjunction
with the network training and helps the network to achieve
a fitting state: by mutating a single crashing input, the algo-
rithm outputs a large set of samples in each round of mutation
and training (the left column in Table 1 lists positive samples
that can trigger the crash. The right column shows negative
samples that do not trigger any crashes). After each round
of network training, we leverage the attention mechanism to
calculate the importance to the output for each input byte.
The calculated significance score is then used to guide the
mutation in the next round. During the training and mutation
process, the weights of input bytes that contribute more to the
crash increase, while the weights of less-contributed bytes are
lowered. After a period, the weights become stable (Figure 1
shows an example weights of the trained network). In the end,
we determine the reduced input by re-assembling the bytes
according to their final weights. Table 2 illustrates the idea of
how the reduced input is re-assembled.

The neural network plays an irreplaceable role in reduction:
on one hand, it offers a way of guiding the mutation through
weight adjustment. Without such guidance, the search space
of reduction will largely expand and it is less likely to find
a reduction strategy that captures the dependence among in-
put blocks in the long input; On the other hand, the neural
network accumulates knowledge about “crash contribution”
by adjusting and summarizing the significance of input bytes
from multiples rounds of training and mutation, which even-
tually instructs the one-shot reduction when the network is
trained (details are described in Section 4.5).
Technical challenges. Nevertheless, our insights come with
several challenges that should be addressed:

• The first problem is how to generate datasets that are suit-
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able for training. Fuzzers often produce a small amount
of crashing inputs. The amount is inadequate for the net-
work training. Therefore, we need to generate training
samples by mutating existing crashing inputs. However,
existing neural-network-based mutation for dataset aug-
mentation is mainly designed for images. The mutation
includes rotation, flipping, etc., which is not suitable for
program inputs. The other line of mutation is for fuzzing
(e.g., AFL’s mutation), with the aim of discovering one
path that extends current code coverage. In the consec-
utive rounds, such mutation changes a small portion of
input that is “interesting”, and the mutated input may
potentially explore one more path. As a result, this kind
of mutation produces test cases that are close to each
other in the input space. Those clustered samples are
not suitable for training the network, as it would cause
overfitting. Therefore, to achieve a satisfying fitting state
for the network, it is desirable to construct/augment the
dataset with highly-differentiable samples that can ex-
pand the sample space.

• The second challenge is that existing RNN architectures
that can process sequence information do not directly
suit our task. On one hand, RNNs are mainly applied
to natural language processing, which deals with short
input sequences like sentences of natural language (the
length is usually less than 150). However, for test case
reduction, the input length often ranges from hundreds of
bytes to tens of thousands of bytes. The long input tends
to introduce vanishing gradient problems for RNNs and
thus lead to underfitting. On the other hand, applying
the attention mechanism would eliminate sequence in-
formation of input due to the sum operation in Eq (4)
in Section 2, which would eventually affect the calcula-
tion of the input weight~α. Therefore, we need to design
a new RNN-based architecture that can capture depen-
dence of input blocks in long input sequences and make
the attention mechanism applicable.

Solutions. To address the above problems, we propose two
novel techniques in this paper:

• We design an online dataset augmentation technique

that can automatically construct the dataset with a single
crashing input. The dataset is generated by mutating a
given crashing input, and the generation process works
collaboratively with the network training process. Ini-
tially the network takes a single crashing input and pro-
duces the relevance score that can guide the mutation.
To select a seed for the next round of mutation, we use
the bi-gram model to measure the similarity between
input vectors and select the most dissimilar one from the
current corpus as the seed. In doing so, the algorithm can
generate highly-differentiable samples in input space to
train the neural network.

• We design a new RNN-based network architecture to
handle dependence of input blocks in long sequences.
First, we utilize CNN to encode the one-dimensional
long sequence to multi-dimensional feature vectors.
Then we send the feature vectors to the RNN with the at-
tention mechanism. As the input vector is compressed by
CNN, back-propagation would make weight assignment
less accurate. Therefore, we train multiple networks with
different parameters at a time to reduce deviation and
errors.

4 System Design

Figure 2 presents a high-level overview of our system. The
core of SCREAM is a feedback system that plays the role of
dataset augmentation and neural network training. First, the
neural network is fed with a set of crashing inputs that are
produced by the mutation component. The network outputs a
relevance score that indicates the importance of input bytes.
Then the relevance score is used to guide sample generation in
the next round of mutation. As the mutation process is based
on genetic algorithms, a seed is sent to the neural network to
produce such a relevance score. In the meantime, the mutation
component generates samples to enrich the dataset for training
neural networks. Note that this iterative process will not affect
the generalization of the network, since the generalization
mainly depends on the quality of dataset, which is guaranteed



by our dataset augmentation algorithm. When the network
is well trained, the one-shot reduction is applied to the input
according to the computed relevance score. We determine
that the network is well-trained or stable when one of the
following two requirements are met:

• The failure-inducing inputs keep unchanged in several
consecutive rounds of iteration, indicating that the reduc-
tion does not make new progress at this stage.

• Referring to Section 4.2, the mutation algorithm gener-
ates either all positive samples or all negative samples.
It means that the network becomes stable and is able
to differentiate significant input fields and insignificant
fields for the fed inputs.

4.1 Input and Output Embedding
One-hot vector is a popular approach of input embedding that
has been widely used in many applications [3, 15]. However,
it does not suit our case, as the input for the program to digest
is often large, causing much computational inefficiency. On
the contrary, we use real-valued vectors to encode the input so
that it can be easily accepted by the network. In other words,
any types of inputs (e.g., file-based inputs, string-based inputs)
are directly converted into hexadecimal byte sequences.

The output of neural network is a boolean variable that
represents whether a crash is triggered by the program input
(i.e., labeling samples by executing the program with the given
program inputs). The crashing input is marked with a positive
label in the output. Moreover, we uniquely represent a crash
using a short sequence of executed function calls starting
backward from the crash point of the program. Note that such
crash representation for data labeling does not need to be
100% accurate. Thanks to the tolerance of neural network-
based approaches, as long as most of the samples are correct
labeled in the training dataset, the neural network can still
achieve a good fitting state.

4.2 Dataset Augmentation
A comprehensive dataset is critical to the training of neural
networks. Given that positive samples are usually inadequate
for a training dataset, we mutate crashing inputs rather than
random inputs. In this way, there is a higher chance to pro-
duce positive samples. On the other hand, as illustrated in
Figure 3, feeding the network with positive samples that are
largely different from each other is desirable to the fitting of
the network. However, existing fitness functions of mutation
algorithms are mostly designed for exploring new program
paths [41]. Those algorithms tend to choose new seed inputs
that will potentially explore new paths in the next round. How-
ever, this would only mutate the “interesting” fields and cover
a small portion of the input. As a consequence, the mutation
algorithms would produce program inputs with high similar-
ity in most input fields, leading to overfitting for the trained
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Figure 3: The distribution of the dataset generated by: existing
approaches (on the top) and our approach (on the bottom).
The samples generated by our approach are more scattered.
Thus, the trained network is less likely to overfit

network.
To tackle the challenge described above, we design a

novel algorithm that generates training datasets with highly-
differentiable samples. On the whole, the algorithm (as shown
in Algorithm 1) is based on genetic algorithms and works in
conjunction with the neural network. It consists of two parts:
(1) mutation (i.e., which input fields to mutate and how to
mutate those fields); (2) seed selection (i.e., how to select the
seed for the next round). Below we give a detailed description
of the algorithm.
Mutation. For each round of mutation, initially the neural
network takes a crashing input~x = (x1,x2, ...,xn) and outputs
a vector of relevance scores —~r = (r1,r2, ...,rn)—that marks
the importance of each input byte to the crash. Then, we select
a set of input bytes whose relevance scores fall into the middle
range 2. Random mutation (setting byte value from 0x00 to
0xFF) is applied on those bytes, generating a set of mutated
inputs s = {~xa,~xb, ...} that include positive candidates (i.e.,

2As we tested, with the relevance scores falling into a middle range
(e.g., from [15%, 90%] to [30%, 50%]), the results are close and satisfying.
Besides, determining an optimal range for one case does not give optimal
result on another case. Here we empirically choose [20%, 60%], as shown in
Algorithm 1.



Algorithm 1 Algorithm to generate training datasets
Require: seed ← crashing input

R_score← relevance score of crashing input
1: minT hd← Sort(R_score)[len(seed)∗20%]
2: maxT hd← Sort(R_score)[len(seed)∗60%]
3: for i ∈ range(len(input)) do
4: if R_score[i] ∈ [minT hd,maxT hd] then
5: mutate_indices.append(i)
6: end if
7: end for
8: Random_Mutate_Base_On_List(mutate_indices)
9: Execute_And_Label_Inputs()

10: Gen_Corpus(Positive_Candidates)
11: BigramScores← Get_BiGram_Scores(Positive_Candidates)
12: NextRoundSeed←Corpus[min(BigramScores)]

inputs that trigger the crash) and negative candidates (i.e.,
inputs that do not trigger the crash).

Note that we choose to mutate the input bytes with middle
relevance scores. This keeps important input fields unchanged
and corrects errors, which assists the network to achieve a
fitting state and helps produce meaningful samples:

• Important fields that have high relevance scores remain
unchanged to some extent, as those fields are supposed
to be kept; insignificant fields that have low scores, on
the other hand, will be reduced in subsequent steps (de-
scribed in Section 4.5).

• If the network assigns a high score to an insignificant
field, the score will be lowered by the network in the
next round (because the network has determined output
that can give feedback), leading to mutation on the field.
Similarly, if the network assigns a low score to an impor-
tant field, the score will rise in the next round. Therefore,
this important field will remain unchanged in the next
round (when its relevance score exceeds maxT hd in Al-
gorithm 1).

Seed selection. In this step, the goal is to select a seed for the
next round. The seed is supposed to be the most different one
among positive candidates. However, existing approaches of
similarity measurement, such as cosine similarity, cannot be
directly applied to byte sequences because our encoding is
simply a representation that contains no semantics to facilitate
similarity measurement. To this end, we borrow the idea from
NLP and use the Bi-gram model to measure the difference
between input byte sequences.

The Bi-gram model is based on Markov theory and can
be utilized to convert a byte sequence into a numeric value
using the occurrence probability. Given a program input
~x = (x1,x2, ...,xn), the occurrence of~x is denoted as p(~x) =
p(x1,x2, ..,xn) = p(x1)p(x2|x1)... p(xn|xn−1,xn−2,x1). To
identify the most different one in the corpus, we only need
to determine the sample that has the lowest p(~x). Given
that the occurrence of xi is only related to its preceding
byte xi−1 in the Bi-gram model, the occurrence of ~x is
p(~x)≈ p(x1)p(x2|x1)...p(xn|xn−1). Based on the Bayes rule,

the posterior probability p(xi|xi−1) equals to p(xi,xi−1)
p(xi−1)

, where

p(xi|xi−1) can be calculated by C(xi,xi−1)
C(xi−1)

and C(x) function is
the count of x in the corpus. Since the product would make
p(~x) extremely small, we use log function to calculate p(~x),
which is:

log(p(~x)) = log(
C(x1)

∑
n
i=1 C(xi)

)︸ ︷︷ ︸
log(p(x1))

+ log(
C(x2,x1)

C(x1)
)︸ ︷︷ ︸

log(p(x2|x1))

+...

+ log(
C(xn,xn−1)

C(xn−1)
)︸ ︷︷ ︸

log(p(xn|xn−1))

(6)

The result log(p(~x)) is the Bi-gram score of ~x, which is
used to measure the difference among positive candidates. In
the end, we use the up-sampling [5] to balance the negative
samples and positive samples.

4.3 Network Structure
As described in Section 3.2, the network should be able to
process long input without the loss of sequence information.
The architecture of our network is shown in Figure 4. In
particular, on one hand, we adopt the convolutional network
before the LST M network to encode the one-dimensional long
input into high-dimensional short vectors, for the purpose of
processing long inputs. Apart from that, the vector that is
sent to the so f tmax function should preserve the sequence
information of the input that is compressed by convolutional
layers. For this purpose, we utilize the LST M network as the
similarity function.

In the beginning, the input is passed through multiple one-
dimensional convolutional layers (Conv1D). The Conv1D
works as an encoder, with each Conv1D layer encoding the ad-
jacent elements of layer input into a high-dimensional vector.
The jth output of ith layer~oi

j is denoted as follows:

~oi
j = f i

Conv1D(~x
i
(stridei−1)∗ j,~x

i
(stridei−1)∗ j+1, ...

...,~xi
(stridei−1)∗ j+kerneli)

(7)

where stridei is the stride parameter of the ith layer, kerneli

is the kernel parameter,~xi is the output of the (i−1)th layer,
and~x0 is the input of the network. Besides, the length of ith
layer’s output is denoted as ni = d ni−1−kerneli+1

stridei e.
Assume that the input is~x = (x1,x2, ...,xn) where~x ∈Rn×1.

After passing through m Conv1D layers, the output vector
becomes ~om = (~om

1 ,~o
m
2 , ...,~o

m
nm), where ~om ∈ Rnm× f ilterm

and
f ilterm is the filter parameter of the mth layer. In this case,
~om can be regarded as the encoded vector of ~x with higher
dimension and shorter length.

Then, the~om is passed through the LST M layer, and the jth
output ~oLST M

j is oLST M
j = fLST M(~om

j ,o
LST M
j−1 ). This indicates



CONV1DCONV1D

CONV1D

Input

...
CONV1D CONV1DCONV1D

CONV1D CONV1D

...

...

Feature
Vector

...

LSTM LSTM LSTM

Softmax

α1 αmα2
Relevance
Score ...

Output

...Weighted
Vector
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that ~oLST M
j vector contains sequence information of the cur-

rent input node and all its previous input nodes. Therefore,
the output vector~oLST M = (oLST M

1 ,oLST M
2 , ...,oLST M

nm ) (where
~oLST M ∈ Rn×1) also preserves such sequence information.

In the end, after passing through the so f tmax function,
the vector of relevance score becomes ~α = (α1,α2, ..,αnm).
For each input byte, we multiply the feature vector ~om by
the vector of relevance score ~α. After that, we add all the
products together and get the eigenvector ~v = ∑

nm

i=0~o
m
i ∗αi.

The~v is then passed through fully-connected layers.

4.4 Relevance Computation
As the convolutional network compresses the long input se-
quence, the generated relevance score vector~α is much shorter
than the original long input. As a consequence, it is impre-
cise to represent the significance of input byte with~α. Thus,
we design weight backward allocation and accumulation of
multiple networks to reduce imprecision.
Backward weight allocation. As indicated in Equation (7),
the Conv1D layer’s output~oi

j is determined by several nodes
of~xi−1. As an example, in Figure 5, the output of the 5th layer
~o1 is determined by the input (x1,x2,x3,x4,x5,x6,x7,x8). For
a typical Conv1D network, the kernel parameter is usually
larger than stride parameter, meaning that an input node con-
tributes to multiple output nodes. In other words, the input
nodes that contribute to a certain output node have variant
weights. Based on this fact, we design the backward weight
allocation algorithm shown in Algorithm 2. More specifically,
we assume that initially every input node has the same contri-
bution to each of its affected output nodes. Then the weights
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Figure 5: Illustration of Conv1D’s input and output. ~o1 is
influenced by (x1,x2,x3,x4,x5,x6,x7,x8) by Equation (7)

are recursively propagated from the last layer to previous lay-
ers. For instance, as shown in Figure 5, if the weight of~o1 is
set to 1.0, after backward propagation, the weights of input
nodes are: W~o1

1 = 0.028,W~o1
2 = 0.083,W~o1

3 = 0.167,W~o1
4 =

0.222,W~o1
5 = 0.222,W~o1

6 = 0.167,W~o1
7 = 0.083,W~o1

8 =

0.028, where W
~o j
i is the weight of input node xi assigned

by output node~o j.

Algorithm 2 Backward weight allocation algorithm
Require: indices← Input nodes share the same weight

m← The layer of indices
αm ← The allocated weight on the mth layer of indices
K ← Kernel parameter for each layer
S← Stride parameter for each layer
Windex ← The allocated weight from output to xindex
Function getWeight

1: if m == 1 then
2: for index ∈ indices do
3: Windex←Windex +αm

4: end for
5: else
6: for index ∈ indices do
7: newIndices← []
8: for i ∈ [1,K[m−1]] do
9: newIndex← S[m−1]∗ (index−1)+ i

10: nI.append(newIndex)
11: end for
12: αm−1← αm/len(nI)
13: getWeight(nI,αm−1,m−1,K,S,Windices)
14: end for
15: end if

Accumulation of multiple networks. As Figure 4 shows,
we assume that the input (x1,x2, ...,xn) is sent to an m-layer
network and the relevance score of ~om

j is ~α. As such, the

relevance score of an input node xi is ri = ∑ j W
~om

j
i . Since

~r comes from ~α, whose length is shorter than ~x, it is less
accurate to indicate the importance of input node using
~r. To this end, we take the average of multiple networks
with different initial parameters to reduce errors. In par-
ticular, for a network p, we denote the input ~x’s relevance



score as~rp = (rp
1 ,r

p
2 , ...,r

p
n ). Then we normalize~rp and get

~Rp = (Rp
1 ,R

p
2 , ...,R

p
n), where Rp

i = rp
i /max(~rp). In the end, we

accumulate multiple networks to calculate the final relevance
score ~R = (R1,R2, ...,Rn).

4.5 Reduction

For a crashing input, its relevance score represents the contri-
bution of each input byte to the crash. As such, the input bytes
with higher relevance score should be preserved. However,
the relevance score ~R of one single input is not representative
because there are errors existed in the fitting of network and
the weight computation, leading to inaccuracy. Therefore, we
empirically select the top two percent of positive samples that
are most different in the corpus (choosing the samples with
the lowest Bi-gram scores) as the candidate set. Given that
those samples are more likely to cover less explored paths
in the program, there is a higher chance to reduce the mu-
tated fields in the samples while triggering the crash. For each
crashing input in the candidate set, we rank the input bytes
according to the relevance score ~R and reduce them from high
scores to lower scores. As described in Algorithm 3, binary
search is used in our reduction. In addition, we execute the
program to verify whether the reduced input indeed triggers
the crash after reduction.

Algorithm 3 Reducing algorithm
Require: crash_input ← Crashing input to be reduced

R← relevance score
1: sortedR← sort(R)
2: reduceLen← len(crash_input)/2
3: reducePos← len(crash_input)/2
4: while reduceLen ∈ (1, len(crash_input)) do
5: thd← sortedR[reducePos]
6: newinput← ””
7: for i ∈ (0, len(crash_input)) do
8: if sortedR[i]> thd then
9: newinput+= crash_input[i]

10: end if
11: end for
12: reduceLen/= 2
13: if Is_Crash_Triggered(newinput) then
14: reducePos−= reduceLen
15: else
16: reducePos+= reduceLen
17: end if
18: end while
19: return newinput

5 Evaluation

In this section, we describe the implementation, experiment
setting, and the evaluation results. We also present the com-
parison between SCREAM and state-of-the-art solutions. In
Appendix, we demonstrate two case studies to further illus-
trate how SCREAM accomplishes the reduction task.

5.1 Experimental Setting

Testing programs. In the experiments, we evaluated 41 pro-
grams including 29 CGC programs and 12 real-world pro-
grams. To fairly choose the programs, we select the programs
that have known crashes3 and belong to different software cat-
egories from the CGC program repositories and the CVE list,
without examining the details of crash and program internals.
The functionalities of CGC programs include gaming, image
processing, audio decoding, video decoding, network protocol
parsing, document file parsing, instruction emulation, router
simulation, mail service and etc. The real-world programs are
mainly used for image and document processing. In addition,
the crashing inputs are produced with afl-fuzz4.
Experimental setting. The experiments run on a Ubuntu
18.04 host machine with Intel i9-7900X CPU and 2080ti GPU.
We use the platform TensorFlow with Keras version 2.1.1.
For each program under test, multiple network instances are
running with different parameters at the same time to reduce
deviation. In particular, we train 10 network instances at the
same time and each network is trained for 10 times. In the
experiments, the fitting rates are found to be relatively high
(larger than 90%) after the training, indicating that the trained
networks are suitable for reducing test cases. Still, we select
the most fitted iteration round to obtain relevance score R for
the crashing input (the fitting rate is shown in Figure 4).

In regard to network hyper-parameters, since the convo-
lutional layers are used to encode the input, the depths of
convolutional layer and the kernel size are related to the size
of program input. We empirically set the depth of the convo-
lutional network based on the size of input and set the kernel
size and the stride according to the network depth. Similarly,
the size of feature vectors are also determined by the Conv1D
parameters and are empirically set. To make sure that the at-
tention mechanism can differentiate different input bytes and
to prevent vanishing gradient problems in LSTM, the output
size of the convolutional network is empirically set to a value
from 30 to 120 (when setting the output size to, for example,
500, the LSTM is unable to handle the situation). Besides, we
use L1 regularization to prevent overfitting.

Although the optimizations of hyper-parameters are impor-
tant to the fitting, the effect after optimization is still case-by-
case [11, 20]. Therefore, in practice, the hyper-parameters are
often empirically set by analysts based on their experience. In
that sense, some deviations are tolerable as long as the scale
is suitable and performance is satisfying. During the experi-
ments, we also tuned the hyper-parameters in different scales
and determined a set of combinations of hyper-parameters
that achieve satisfying performance. Table 3 shows a set of
candidate Conv1D parameters that we used in the experiments.

3For real-world programs, the crashes are fixed in new versions.
4With sufficient time of fuzzing (one week), afl-fuzz identified crashes

in 29 out of 40 CGC programs. However, we also selected 40 real-world
programs and afl-fuzz only reproduced crashes in 12 of them.



The combinations of Conv1D parameters are chosen from the
table with given input size.

Table 3: The convolutional layer’s parameter setting

Input Size Parameters of Conv1D
(kernel, stride) # of Layers

<500 (3,2),(3,1),(5,1),(5,2),(5,3) 3

<5000
(3,2),(3,1),(5,1),(5,2),(5,3),(5,4)
(7,1),(7,2),(7,3),(7,4),(7,5),(7,6)

5

<50000
(3,2),(3,1),(5,1),(5,2),(5,3),(5,4)
(7,2),(7,3),(7,4),(7,5),(7,6),(9,3)

(9,4),(9,5),(9,6),(9,7),(9,8)
7

5.2 Overall Results
Table 4 in Appendix shows the overall statistics includ-
ing program name, details of crash, reduction rate (i.e.,
(size(Icrashing) − size(Iresult))/size(Icrashing)), time cost, as
well as the comparison on reduction, dataset augmentation,
and interpretability. The evaluated programs are crashed due
to variant causes, such as stack-based buffer overflow, heap-
based buffer overflow, out-of-bounds read and write, integer
overflow and etc. The size of crashing input varies from tens
of bytes to hundreds of kilobytes. Besides, given that the
fuzzer produces multiple crashing inputs for each program’s
crashing point, we evaluated two randomly-selected crashing
inputs per crash in the experiment. One crashing input per
crash is considered as a case. As such, there are 82 cases in
total.
Reduction rate and time cost. On the whole, SCREAM
achieves an average reduction rate of 75.4% which takes 29.8
minutes on average (the training time of multiple networks is
accumulated). The achieved reduction rate is highly related
to the size of crashing input and the ground truth but not
necessarily related to the root cause of crash, as shown in the
statistics of Table 4. In terms of time consumption, time is
mostly spent on training networks. For the network training,
since we train multiple networks at the same time, it takes
around 20 to 90 seconds for the training of one round for one
network. For relevance score computing, it takes around 5 to
20 seconds for each program.
Comparison with the state-of-the-art solutions. We com-
pared SCREAM with afl-tmin [1], Picireny [4], and Penum-
bra [21]. Afl-tmin is a widely-used test case minimizer in-
tegrated with American Fuzzy Lop (afl). It is a prominent
example of delta debugging implementation. Picireny is a
open-source hierarchical delta debugging framework, which
makes use of pre-defined structures of inputs to improve delta
debugging [28, 29]. Penumbra leverages dynamic taint analy-
sis to identify failure-relevant inputs.

We noticed that using extra time cost and extra reduction
rate to compare SCREAM with other tools is imprecise. For
instance, taking extra 15 minutes to achieve an extra reduc-
tion rate of 30% does not mean that SCREAM is more or

less efficient than the other tool. The trade-offs do not just
exist between time and reduction rate. Other factors such as
accuracy of reduction also matter. To this end, we define the
reduction efficiency E in Equation 8, which takes the amount
of reduction, time cost, and accuracy of reduction into con-
sideration. We use relative efficiency R in Equation 9 to fairly
compare the reduction efficiency, where:

E =
size(Icrashing)− size(Iresult)

time cost
× size(Iminimal)

size(Iresult)
(8)

R =
ESCREAM

Ea tool
(9)

In Equation 8, size(Iminimal) /size(Iresult) measures the ac-
curacy of reduction5, where Iminimal is the ground-truth input
and Iresult is the resulting input after reduction. (size(Icrashing)
− size(Iresult)) /time cost is the amount of reduction achieved
by the tool in a period of time, where Icrashing is the crashing
input.

The relative efficiency for afl-tmin, Picireny and Penumbra
on all evaluated programs is show in Figure 6. When R is
larger than 1 (i.e., logR is larger than 0), SCREAM outper-
forms the other tool. For instance, in case 12-1, the size of the
crashing input is 231, and the ground truth is 60. SCREAM
reduced the input size to 60 taking 15 minutes, and afl-tmin
reduced the input size to 178 taking 3 minutes. As a result,
the calculated reduction efficiency is 11.4 for SCREAM and
5.9 for afl-tmin. The efficiency ratio is 1.91, meaning that
SCREAM is more efficient. Although SCREAM takes more
time, such extra time consumption is worthwhile considering
the extra reduction.

When compared with afl-tmin and Penumbra, SCREAM
demonstrates surprising reduction capability with negligible
extra overhead, by achieving an extra reduction rate of 29.7%
and 53.4% with extra 12.2 minutes and 11.42 minutes, re-
spectively. For the comparison with Picireny, SCREAM’s
extra reduction rate is 29.7%, and the average time cost is
4.75 minutes less. Furthermore, SCREAM achieves a higher
reduction efficiency on 86.5% cases, 89.1% cases, and 100%
cases, when compared with afl-tmin, Picireny, and Penumbra,
respectively (shown in Figure 6). The low reduction efficiency
of afl-tmin can be attributed to the fact that the crashing inputs
contain dependent and discontinuous blocks which increase
the iteration round for afl-tmin. For Picireny, since no input
structure is given for the general programs in our evaluation,
it is depreciated to a delta debugging tool written in Python
with no optimizations. For Penumbra, the reduction efficiency
largely relies on the accurate specification of taint sinks which
involves root cause analysis of crash. In practice, however,
the specification is inevitably inaccurate for different types

5This value is small if the false negative rate is large, meaning that there
is still much reduction work left to do.
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Figure 6: Relative efficiency of SCREAM, afl-tmin, Picireny and Penumbra
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Figure 7: False negative rate of SCREAM, afl-tmin, Picireny and Penumbra

of crashes, resulting in imprecise information flows and low
reduction efficiency in the experiments.

Trade-offs between training time and performance. We
found that the effectiveness of reduction can be significantly
affected if the network training is not finished or the algo-
rithms do not terminate. For instance, when the training time
is only a half of the normal training time, we use the unfitted
network to identify failure-inducing inputs and the average
reduction rate is only 29.2%. Therefore, to complete the re-
duction task, all the tools should be sufficiently run to reach
their bottleneck. In the experiments, we make sure that (1)
afl-tmin, Picireny and Penumbra are sufficiently run and prop-
erly exit; (2) the neural network is well trained according
to the criteria described in Section 4 before it works on the
reduction.

5.3 Accuracy and Generality

False positives and false negatives. As described in Sec-
tion 4.5, our approach adopts binary search to reduce irrele-
vant input bytes and execute the program to confirm whether
the crash is indeed triggered. Therefore, SCREAM does
not report false positives. To check whether there are any
false negatives, we manually constructed minimal failure-
inducing inputs for each program crash after an automated
reduction procedure (i.e., by manually examining the re-
duced inputs and digging into program logic to remove ir-
relevant bytes). There is no guarantee that global optimum
of reduction is achieved. Thanks to SCREAM’s capabil-
ity to continuously mutate inputs and progressively reduce
them by adjusting the significance, the average false negative
rate (FNR = (size(Icrashing)− size(Iminimal))/size(Icrashing))
of SCREAM is 17.0% while the average FNR of afl-tmin, Pi-
cireny and Penumbra is 60.8%, 60.8% and 69.5%, respectively
(Figure 7 shows the FNR of SCREAM, afl-tmin, Picireny
and Penumbra on each case). With the help of SCREAM,
70.7% of the reduced inputs have reached ground truth. Such
improvement is made possible by SCREAM’s capability to
summarize the program logic, like transformation of control
flow-led input bytes, limitation on input length, requirement

of specific format, and etc.

Benefits of SCREAM. Although the size crashing input
could be extremely large in some cases, SCREAM is able
to focus on a subset of input bytes that are neither significant
nor insignificant and continuously mutate them, in order to
make a deviation from existing crashing inputs and achieve
control flow transfer in the program to some extent. From the
evaluation, we found that SCREAM is able to solve control
flow complexity in the following cases:

• The crashing input contains multiple discontinuous input
blocks that must be reduced at the same time. This kind
of constraint on input bytes appears in string search pro-
grams, chat programs, database programs, image process-
ing programs, news feed programs, calendar programs
and etc.

• The crashing input contains input blocks with specific
format (e.g., the format of IP address). We found that
such a constraint appears in software such as string
search, route management, 3D maps, instruction emula-
tor, json parser, photo management, image processing,
mail service client, TCP protocol stack and etc.

• The crashing input contains a field that specifies the min-
imal input length. The constraint appears in software
types like image processing, file compressing, string
search, profile management, Bluetooth communication
management and etc.

• The crashing input contains input blocks that directly
affect the program’s control flow. This constraint ap-
pears in instruction emulators, calculators, document
format converter, and document processing programs.
The above constraints are common in various types of
software, and it is easy for SCREAM to produce inputs
that satisfy them by marking significance on the input
bytes.

Limitations of SCREAM. Nevertheless, false negatives oc-
cur in the presence of complex arithmetic operations such
as checksum and other checksum-like functions that involve
calculation and multiple exact match of data values. In our
evaluation, the complex arithmetic operations are shown in
the software that involves error detection, data integrity check
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Figure 9: # of Samples generated by SCREAM’s mutation technique and AFL’s mutation engine

and data indexing, such as audio processing software, video
processing software, and USB communication management
(packet processing) software.

In the presence of complex arithmetic operations in pro-
gram inputs, the reduction efficiency of afl-tmin and Picireny
is higher than that of SCREAM. Given the simplicity of afl-
tmin and Picireny’s reduction algorithm, they are unable to
handle the complexity in input structures as well. In this case,
afl-tmin and Picireny take less time in processing the inputs,
which results in higher reduction efficiency.

Limited by current computation power and network ar-
chitectures, handling complex arithmetic operations like
checksum-like functions is still beyond the expressiveness of
neural networks.

5.4 Comparison on Dataset Augmentation
and Interpretability

Comparison with AFL’s mutation engine. To demonstrate
the efficacy of our dataset augmentation algorithm, we com-
pared our approach with AFL’s mutation engine [49]. To
construct a dataset with the samples produced by AFL, we
modified AFL by removing its path exploration functions and
preserving its genetic algorithm-based mutation functions.
As the neural network takes input with a fixed size, we se-
lect the samples of which the size is equal to or smaller than
the original crashing input. For the produced samples with
shorter sizes, we fill the gap with “-1”. Therefore, all the sam-
ples produced by AFL have the same size as the size of the
original input. After that, we send the dataset constructed by
AFL’s engine to the backend (i.e., the network component) of
SCREAM for further processing. It turns out that when using
AFL’s mutation engine, more samples are produced (on aver-
age, the number of samples consumed is increased by 163.4%
as shown in Figure 9.) but less reduction efficiency is achieved
(shown in Figure 8). Thanks to SCREAM’s dataset augmen-
tation algorithm which tends to produce highly-differentiable
samples in input space, it is easier for the neural network to
draw a more accurate boundary even with less samples. On
the other hand, with our approach, each round of calculated

relevance score can correct the deviation during network train-
ing, which tends to produce a more accurate relevance score
in the end.
Comparison with partial derivatives. Partial derivatives
is also an important approach of interpretability which has
been used in binary analysis tasks (e.g., Neuzz [41] and Neu-
Taint [40]]). To compare the two interpretability approaches,
namely the attention mechanism and partial derivatives, we
use the implementation of Neuzz with the same dataset to
calculate the significance. Figure 10 shows the reduction effi-
ciency when adopting both approaches. It turns out that less
reduction efficiency is achieved by the partial derivative ap-
proach. The main cause is that, there exists the saturation
problem for partial-derivative-based approach, which under-
estimates the importance of features to the output and affects
the calculated significance. In the experiments, when the input
length is 200, SCREAM and neuzz have similar magnitude
of trainable parameters. Nevertheless, when the input length
reaches 1000, the trainable parameters of neuzz are at least ten
times of SCREAM’s, which causes overfitting to the network.
This eventually affects the calculation on the significance.

6 Related Work

6.1 Test Case Reduction

Existing techniques of test case reduction can be categorized
as random reduction and rule-based approaches. Random
reduction approaches treat the program as a blackbox and
randomly or strategically mutate the program input. A promi-
nent example is delta debugging. Zeller et al. [50] proposed
to use binary search for delta debugging. The core idea is to
randomly reduce a portion of input and gradually increase the
granularity of reduction. This approach assumes that the input
bytes are independent with each other. Otherwise, the reduc-
tion of dependent input bytes could lead to failures. As a result,
delta debugging is not applicable to file (e.g., documents, im-
ages, and etc.) processing programs, as those programs digest
structural inputs that usually involve interdependence among
input blocks. To this end, Groce et al. [25], Regehr et al. [37],
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Figure 10: Reduction rate when adopting SCREAM’s attention mechanism and partial derivatives

and Pike et al. [36] proposed different reduction strategies to
target specific programs with known input structures. How-
ever, those approaches are less adaptable to general programs.
On the other hand, in regard to rule-based approaches, Clause
and Orso [21] proposed to mark the input bytes that contribute
to the crash using taint analysis. However, this requires man-
ual analysis of the crash to determine taint sinks. Moreover,
making accurate taint policy is challenging because of the
control flow dependence problem.

Another line of research is root cause analysis. To locate
the program entities (e.g., functions and basic blocks) related
to the crashing point, existing root cause analysis approaches
leverage statistical information of program runtime behaviors
[6,12,26,47], use backward dataflow analysis [7,39], or utilize
information from bug reports [45, 46, 52]. Since root cause
analysis is complicated and still involves manual analysis,
it cannot be used for test case reduction. In contrast, test
case reduction is a necessary step to improve the accuracy of
identifying a candidate set of crash-related program entities.

The problem of test case reduction is also related to
fuzzing [13,18,24, 35,41,43]. The purpose of test case reduc-
tion is to reduce the length of crashing inputs after crashes
have been triggered in fuzzing. To this aim, SCREAM pro-
duces diverse inputs that are scattered in the input space, for
the purpose of network training and reduction. Different from
that, fuzzers like AFL [49], Driller [43], Angora [18] and
Neuzz [41] tend to produce inputs that are clustered in the
input space, with the aim of exploring program paths and
triggering/discovering crashes. The way of fuzzers’ input
generation is not suitable for neural-network-based test case
reduction.

6.2 Interpretability of Neural Networks

With proper datasets, the neural network can automatically fit
the function of the input and the output. The interpretability
of neural network is to understand how each input compo-
nent affects the output, and the method that explores every
input component’s influence to the output is called network
explanation method. Omeiza et al. [34] proposed to determine
the importance of every input pixel to the output by comput-
ing the gradient value of a fitted neural network. However, it
would lead to the saturation problem which underestimates
the importance of features to the output. Shrikumar et al. [42]
compared the activation of each neuron to its “reference acti-
vation” and assigned relevance scores according to the differ-
ence. Such a method is applicable to the explanation of the

network itself and cannot compute the relevance score for the
input. Sutskever et al. [44] proposed the attention mechanism
with seq2seq networks by distributing the weight to each input
component using a similarity function, which is supposed to
avoid the saturation problem. After that, the attention mecha-
nism has been widely applied in the NLP area. Generally, the
explanation method of neural network aims to improve the
fitting accuracy of the network. In this paper, we utilize the
explanation method to determine the failure-inducing input
that contributes to the crash.

7 Conclusion

In this paper, we have presented SCREAM, a deep learning-
based solution for test case reduction. In particular, we utilize
the neural network to approximate the computation from the
program input to the crash and leverage the attention mecha-
nism of neural network to determine the contribution of each
input bytes to the crash. We also presented several novel tech-
niques including an online dataset augmentation technique
that can produce highly-differentiable samples and works in
conjunction with the network, and a new network architecture
to process long input sequences. We evaluated SCREAM on
41 programs including 29 CGC programs and 12 real-world
programs. The results show that our approach is effective and
accurate in test case reduction.
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Appendices

A Case Studies

Jhead. Jhead is a real-world command-line tool for process-
ing EXIF information of images. The EXIF information in-
cludes camera model, resolution, ISO value, GPS information,
and etc. When the jhead program parses the segment that
stores GPS information, providing a negative float value in
the input would cause a stack-based overflow in the sprintf
function at line 17, as the program does not check the sign of
the variable.

1 void ProcessGpsInfo(unsigned char *
DirStart ,

2 unsigned char *OffsetBase , unsigned
ExifLength)

3 {...
4 ValuePtr = OffsetBase+OffsetVal;
5 ...
6 switch(Tag){
7 char TempString [50];
8 ...
9 case TAG\_GPS\_LAT:

10 case TAG\_GPS_LONG:
11 ...
12 strcpy(FmtString ,"%0.0fd %0.0fm %0.0fs");
13 ...
14 for (a=0;a<3;a++){
15 int den , digits;
16 Values[a] = ConvertAnyFormat(ValuePtr+a*

ComponentSize , Format); }
17 sprintf(TempString , FmtString , Values[0],

Values[1], Values[2]);
18 ...
19 break;
20 ...}}

Listing 2: The code where the fault locates

The important input bytes that contribute to the crash are
the control data “ff 05 00” that directs the program to pro-
cess GPS information and the invalid float value that causes
the overflow. Taint analysis approaches cannot identify the
input bytes that contribute to the crash, as the invalid float
value is from snprintf function which is not directly from
the program input.

In Figure 11 (horizontal axis represents index of input
byte, while vertical axis represents importance), we show how
SCREAM scores the importance of the input bytes in round
1, round 5, and round 10. As can be seen, the score of the
input bytes that are irrelevant to the crash decreases during the
training process. Initially the original size of crashing input
is 320 bytes. At round 5, the relevance score becomes stable
and SCREAM outputs a failure-inducing input with 63 bytes.
The mutation of samples and the network training is based
on the result of previous rounds, which allows the network to
correct errors in the fitting. In this case, the 320-byte input
size is reduced to 63 bytes in 5-minute training.

Figure 11: Relevance score of jhead at round 1, 5 and 10

Simple stack machine. Simple Stack Machine is a CGC
program and an instruction emulator that takes instructions as
input. This program requests a piece of heap area and uses it
as the “stack” of the emulator. The crash was discovered using
AFL. We show the crashing input in Listing 3. As can be seen,
starting from line 1 to line 6, a series of “push” instructions
push data to the stack. At line 7, a “sub” instruction stores
the subtracted result “0” to the stack. At line 8, the “jmpz”
instruction pops the top value off of the stack. If the value is
0, the emulator pops the next value off the stack and uses it
as the next instruction. As such, the root cause of the crash is
that, as long as the top of stack stores two “0”s, the emulator
will jump to the first byte of the input at line 1, which forms
a dead loop, keeps pushing data to the stack, and eventually
causes heap overflows.

1 00 41 33 60 //push 0xC066820
2 ......
3 00 32 d3 d3 // push 0x1A7A6640
4 00 00 00 00 // push 0x0
5 00 04 00 02 // push 0x400080
6 00 04 00 02 // push 0x400080
7 7f 12 39 d1 // sub; pop top two on the

stack and push the result to the stack
8 d3 c6 d3 d3 //jmpz
9 00 00 00 7f // push 0xFE00000

10 ff ff ff ff // end
11 12 34 12 35 12 35 12 45

Listing 3: The crashing input in round 1

Actually, the push instructions from line 1 to line 3 are
irrelevant to the crash. For afl-tmin, to trigger the crash, it
has to keep the instructions from line 4 to line 8. For our
approach, in the first round, SCREAM outputs a preliminary
relevance score indicating that instructions from line 4 to line
8 are significant, which is the same as the afl-tmin’s result.



As the “push 0x0” instruction at line 4 receives the highest
score (mutating it would not lead to any crashes), the next
round of mutation only acts on the instructions from line 5 to
line 8. We show the intermediate result in round 7 in Listing 4.
After that, the iteration proceeds until round 10 when the
relevance score becomes stable (the change of relevance score
is shown in Figure 12). In the end, a final failure-inducing
input is produced in Listing 5. In this example, the input size
is reduced from 73 bytes to 20 bytes in 8-minute training

Figure 12: Relevance score of Simple Stack Machine at round
1, 7 and 10

1 80 ff 33 60 // push 0xC067FF0
2 a8 fd fa 91 // push 0x123F5FB5
3 ......
4 f0 32 f0 d3 // push
5 00 00 00 00 // push 0x0
6 00 04 00 02 // push 0x400080
7 f1 04 00 02 // pop
8 d3 57 27 28 // jmpz
9 d3 ff b2 4c // jmpz

10 12 ba de f5 // pushpc , push 0xC
11 ff ff ff ff // end
12 12 10 56 1c 85 1c dd 36

Listing 4: The crashing input generated in round 7

1 80 ff 33 60 // push 0xC067FF0
2 ......
3 f0 32 f0 d3 // push 0x1A7E065E
4 00 00 00 00 // push 0x0
5 00 00 00 00 // push 0x0
6 f7 ff d8 ad // jmpz
7 09 89 67 13 // pushpc ,push 0xB
8 46 57 42 ed // add
9 f2 90 76 36 // pushpc ,push 0xD

10 ff ff ff ff // end
11 12 10 56 1c 85 1c dd 36

Listing 5: The crashing input generated in round 10
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